
World-Class Performance 
Ethernet SmartNICs Product Line

Ethernet Network Adapters with Advanced Hardware 
Accelerators, Unequaled RoCE Capabilities and Enhanced 
Security, Enabling Data Center Efficiency and Scalability

Ethernet



World-Class Performance and Scale
Mellanox ConnectX Ethernet SmartNICs offer best-in-class network performance serving low-latency, high throughput applications at 10, 25, 40, 50, 100 and up to 200 Gb/s Ethernet 
speeds. Mellanox Ethernet adapters  deliver industry-leading connectivity for performance-driven server and storage applications. These ConnectX adapter cards enable high 
bandwidth coupled with ultra-low latency for diverse applications and systems, resulting in faster access and real-time responses.

ConnectX adapter cards are part of Mellanox’s complete end-to-end Ethernet networking portfolio for data centers which also includes Open Ethernet switches, application 

Mellanox® Ethernet Network Interface Cards (NICs) enable the highest data center performance for hyperscale, 
public and private clouds, storage, machine learning, artificial intelligence, big data and telco platforms
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• Smart interconnect for x86, Power, Arm, and GPU-based 
compute and storage platforms

• Industry-leading throughput and latency performance
• A single adapter supports TCP/IP, storage, and RDMA over 

Ethernet transport protocols for I/O consolidation
• Supports industry-standard SR-IO Virtualization technology with 

delivery of VM protection and granular levels of QoS to applications
• In-line encryption/decryption capabilities
• Provides high-availability for data center networking
• Cutting-edge performance in virtualized Overlay Networks 

(VXLAN and GENEVE)
• Enables increased VM count per server ratio
• Secure FW update and secure boot options
• Software compatible with standard TCP/UDP/IP and iSCSI stacks
• Open Data Center Committee (ODCC) compatible

FEATURES & BENEFITS

TARGET APPLICATIONS
• Data center virtualization
• Public and private clouds, storage platforms
• Machine learning, artificial intelligence, Big Data and data 

analysis platforms
• Clustered database applications and high-throughput data 

warehousing
• Latency-sensitive applications such as financial analysis and 

high frequency trading
• Media and entertainment applications 
• Telco platforms
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Advanced Switching and Packet Processing

cable complexity. 

2 ®

implementation of a virtual switch or virtual router by handling the data plane in the NIC hardware, without 

RDMA over Converged Ethernet (RoCE)

increasing use of fast and distributed storage, data centers have reached the point of yet another 

Security from Zero Trust to Hero Trust

adapters bring security down to the end-points, with unprecedented performance and scalability. Mellanox 

implement secure boot.
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Flexible Mellanox Multi-Host® Technology 

and building scale-out heterogeneous compute and storage racks with direct connectivity 

Accelerated Storage

protocols, Mellanox adapters  enable partners to build hyperconverged platforms where the 

Enhancing Machine Learning Application Performance

®

dynamics and manufacturing, weather research and forecasting, as well as oil and gas industry 
modeling. 

Host Management
Mellanox host management sideband implementations enable remote monitor and control 

using these interfaces. Mellanox adapters support these protocols to offer numerous 

Various Form Factors
Open Compute 

enterprise and hyperscale data centers, delivering leading connectivity for performance-driven 

 
 

® 
technology. 

Broad Software Support
distributions, Microsoft® ® ® ®
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ConnectX®-6 Dx SmartNIC 

ports of 25, 50 or 100 GbE, or a single port of 200GbE connectivity, powered by 50Gb/s 

ConnectX®-6 Lx SmartNIC

®

 

ConnectX®-6 SmartNIC

improvements over previous generations, such as data-at-rest storage encryption and 

ConnectX®-5 Adapter Card
ConnectX-5 adapter cards provide up to two ports of 100GbE connectivity, while also 

ConnectX®-4 Lx Adapter Card

applications, supporting 10, 25, 40 and 50 GbE connectivity and providing a combination 



Notes: Please refer to specific product and software/firmware release notes for feature availability.
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General Specs
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RoCE

✓ ✓ ✓ ✓ ✓

– – – ✓ ✓

– – – ✓ –

Storage

– ✓ ✓ ✓ ✓

– ✓ ✓ ✓ –

– ✓ ✓ ✓ ✓

56GbE is supported when connected to a Mellanox switch. 
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Security

✓ ✓ ✓ ✓ ✓

– – – ✓ ✓

– ✓ ✓ ✓ ✓ ✓

decryption
– – – ✓

– – ✓ ✓ –

Virtualization & Cloud

4 hosts 4 hosts 4 hosts –

✓ ✓ ✓ ✓ ✓
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– – – ✓ ✓
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✓ ✓ ✓ ✓ ✓

– ✓ ✓    ✓   ✓ 

Available Form Factors

✓ ✓ ✓ ✓ ✓

✓ ✓ – ✓

✓ ✓ ✓ ✓ ✓

– ✓ ✓ ✓ –
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